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ABSTRACT

Building effective movie recommender systems and box of-
fice prediction models is a difficult task, mainly because of
the biases that affect the data that they use. In this work I
define the movie expectation bias, an effect that could affect
the quality of these models; it can be defined as the bias
introduced by the difference between the way in which users
evaluate a movie and their expectation before seeing it.

The aim of this study is to gain insight on this effect and to
inspire further work that could better quantify it and model
it. To do that I propose a technique to spot this effect using
sentiment analysis on microblogging messages, and I apply
this method on different recent movies to see if this bias
exists or not. To understand if the effect modeled is really
the one that I defined I also gather users opinions through
a poll and check if they confirm the results obtained or not
(methodological triangulation).

Results show that ... <RESULTS PLACEHOLDER>.
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1. INTRODUCTION

Movie industry has a great impact on the US economy:
it contributes $40 billions to over 330,000 businesses annu-
ally, along with close to $16 billion to federal and state tax
coffers [1]. Services like Netflix', that provide on-demand
movies and TV series, are becoming more and more popular
and are now part of everyday life. For these reasons a lot of
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past studies focused on movie boz office prediction [12, 11,
5, 27, 17] and on improving movie recommender systems for
online and on-demand services [13, 20, 26].

Most of the box office predictors are based on historical
data, movie reviews and investment in advertising [27, 12,
17], while classic recommender systems base their models
on users past behaviour and content similarity between dif-
ferent movies (e.g. Collaborative filtering or Content Based
techniques) [13, 20, 26].

Unfortunately, these are difficult tasks; there are many
techniques available, all with different limitations [3, 8], and
many evaluation approaches that can lead to contrasting re-
sults depending on the application [16] (e.g. rating predic-
tion, ranking, etc.). One of the main difficulties in this field
comes from biases related to users behaviour (e.g. optimism
or pessimism in rating movies) and to movies characteristics
(e.g. popularity, critical reception and reviews, etc.).

Spotting and modeling these biases is an open problem;
each one of them is often addressed and solved in a dif-
ferent, application dependant, way. Modern approaches in
both fields (i.e. prediction and recommender systems) use
data gathered from the web and the social media (e.g. hy-
brid recommenders [8]) to better capture the general opinion
about a movie, and its critical reception [5, 11, 10, 21]. For
example, the critics and users reviews impact on the movie
reception (a known bias) can be included in the model by
gathering data from on-line services such as IMDb? or Meta-
critic? [9].

In this study I define a bias that can affect both box of-
fice predictors and movie recommender systems: the expec-
tation bias. This bias can be intuitively described as the
“expectation vs reality” % effect applied to movie reception.
If people have a high expectation for a movie and after its
release this expectation is not met, there can be a negative
impact on the reviews and on the users ratings, meaning
that the movie could be rated lower than it deserves. In the
same way, the opposite phenomenon holds. Furthermore, I
propose a method to spot and model this effect: (1) gather
Tweets from Twitter® before and after the movie release; (2)
perform sentiment analysis on them; (3) analyse the average
sentiment trend to see if there is a significant change.

The goal of this study is to gain understanding of the
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expectation bias and to determine if it can be modeled using
sentiment analysis: to do so I apply the described technique
on a set of recent and popular movies, and I verify if the
results obtained show a real effect triangulating them with
the users explicit opinion, gathered through a Twitter poll.
Results show that ... <RESULTS PLACEHOLDER>.

2. RELATED WORK

Recommender systems are an active research field, and
have been so for the last decade. The research in this field
started in the late nineties [25], and movies recommendation
was one of the first focuses [13]; despite that fact, movie-
related studies started growing exponentially only after Net-
flix launched the Netflix Prize ® in 2006. The outcomes of
this competition between researchers showed how challeng-
ing is to build recommender systems [7], especially because
it is a task that highly depends on the items to be recom-
mended and on the effects that item and user biases have
on the data.

One of the first effective solutions to the prize was pro-
posed by Bell et al. [6]: in a nutshell, they improved the
classic collaborative filtering item-based technique [26] by
including in the model the basic user and item biases (i.e.
user trend to give good or bad ratings, item popularity bias,
etc.), that were called global effects.

All the effective recommender systems nowadays take some
biases into account [3, 16], and many studies focus only on
bias detection and modeling [19, 23, 31, 2]. Biases have also
shown to be important for box office prediction systems:
past studies showed that it is effective to take into account
the popularity of the movie and the effects of the reviews on
the users opinion [15, 9, 24]. To my knowledge, none of the
previous studies focused on the movie expectation bias, as
defined in this work.

As a tool for this research we decided to use sentiment
analysis; the usage of this technique is not new to recom-
mender systems [4, 18]. In particular, Yadal et al. [30] used
sentiment analysis to address a prejudice bias in movie re-
views, so this work is not the first one that tries to link users
sentiment with bias modeling.

The data that we use is gathered from the Twitter mi-
croblogging service; social media are in general widely use
in modern studies. In particular, data from Twitter was
previously used both to build recommender systems [22, 10,
21] and to perform box office prediction [11, 5], even though
previous research shows that this practice has also many
limitations [29].

3. METHODOLOGY

The main goal of this work is to gain insight into the
problem of determining whether a given movie met the ex-
pectation of the people or not. The reason for doing that
is that this difference between expectation and reality could
bias the way in which people evaluate this movie, therefore
the effectiveness of movie recommender systems and box of-
fice prediction models; I define this difference as the mowvie
expectation bias.

My investigation can be defined through the following re-
search question:

RQ : Can tweet sentiment analysis be used to understand
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whether a movie met the expectation of the people or
not?

3.1 Proposed approach

To reach the goal of this research, I propose a methodology
that can be used to model the movie expectation bias using
sentiment analysis on data from the Twitter microblogging
platform, and I analyse the results of applying this technique
to different movies (see Section 4.1). The intuition behind
this approach is that the expectation of a movie and the real
opinion about it can be linked to the sentiment (positive or
negative) of the people when they speak about it before and
after seeing it. In a nutshell, for a given movie M I perform
the following steps:

1. crawl the tweets for one week before the release of M
and for one week after it (see Section 3.2);

2. perform sentiment analysis to classify the gathered
tweets as positive or negative (see Section 3.3);

3. evaluate if the percentages of positive and negative
tweets before and after the movie release are signifi-
cantly different, and how do they differ (see Section 3.4).

The following Sections describe each one of these steps in
a more detailed way.

3.2 Tweet Crawling and filtering

The first step of this research is crawling and filtering the
Tweets that speak about the given movie M, in order to
build the dataset for the analysis. To gather the Tweets I
decided to use the Twitter Search API 7: it is useful to find
the messages that speak about a given topic and it already
filters them since the it is focused on relevance and not on
completeness. The extracted tweets are then used to build
the datasets for the movie M: a row of the dataset contains
the tweet itself together with its date; this makes possible to
filter the ones published before and after the movie release
in an easy way.

3.3 Sentiment Analysis

To perform sentiment analysis on the tweets I decided
to use the Sentiment140 ® API, built around the technique
described by Go et al. [14]. With this API is possible to
classify a given tweet as positive or negative. For a given
movie, this sentiment information is added as a new column
to the dataset that contains the related tweets (described in
Section 3.2) and the resulting new dataset is what I use for
the evaluation (Section 4).

3.4 Expectation and reception

To determine if a movie met the expectation of the peo-
ple I decided to look at the general sentiment of the Tweets
with respect to it, before and after its release. I assume that
if a microblogging message speaks in a positive way about a
movie before its release, then the author has a high expecta-
tion of it. In the same way, I assume that if a message speaks
in a positive way about a movie after its release, then the
author opinion about the movie is good. These are strong
assumptions for many reasons (described in Section 4.5) and
are obviously not always true, but since I am only interested
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in capturing the general trend and in gaining some insights
about the expectation bias, they can be considered valid for
this work.

Based on these assumptions I define:

Expectation of the movie M: proportion of positive tweets
about M posted during the week that precedes its release;

Reception of the movie M: proportion of positive tweets
about M posted during the week that follows its release;

For example, if the 60% of the tweets collected for the
movie M during the week before its release are positive, then
the expectation of M is 0.6, meaning that the 60% of the re-
lated tweets speak positively about M before seeing it. In
the same way, if these tweets were posted during the week
after its release, then the reception of M is 0.6. Compar-
ing expectation and reception for a movie should then give
an indication of the general sentiment trend and on how it
changes after its release. My interpretation of the relation
between these two metrics is the following:

e if expectation and reception don’t differ significantly
then the movie generally met the expectation;

e if expectation is significantly higher than reception then
the movie is considered generally worse than expected;

e if expectation is significantly lower than reception then
the movie is considered generally better than expected;

4. EVALUATION

4.1 Study subjects and dataset

For this study I selected to use the five most popular
movies (accordingly to IMDb) that were released between
15/12/2015 and 15/01/16. For each one of them I extracted
the tweets as described in Section 3.2 and I created the
dataset to be used for the evaluation by adding the sen-
timent column, as described in Section 3.3. The details of
the resulting datasets can be seen in Table 1.

Movie | Tweets before release

Tweets after release

Table 1: Movie datasets sizes.

4.2 Experiment 1: Movie expectation and re-
ception

4.2.1 Experiment design

In a nutshell, to determine if a movie met the expectations
or not I applied the solution described in Section 3.4 on a
sample of the dataset obtained after the sentiment analysis
step, described in Section 3.3, using a sample size of 1000.
The detailed procedure is the following:

1. sample 1000 tweets from the ones before the release of
the movie and use them to compute the expectation;

2. sample 1000 tweets from the ones after the release of
the movie and use them to compute the reception;

3. use t-test to verify if expectation and reception differ
significantly, with a 0.05 significance level;

4.2.2 Results

Movie | Expectation | Reception | p-value

Table 2: Expectation and reception, with result of
the significance test.

As shown in Table 2, ... <RESULTS PLACEHOLDER>.

4.3 Experiment 2: Methodological triangula-
tion

4.3.1 Experiment design

In this second experiment I performed a methodological
triangulation to qualitatively verify the results of the first
part of the study and to see if the modeled effect is real
or not. To do that I created a Twitter Poll for every se-
lected movie using the dedicated functionality (introduced
late 2015). The poll for a given movie M asked to the users
the following question:

“Did M met your expectation?”
And allowed the users to select one of the following answers:
1 “Yes, and it was better than expected”;
2 “Yes, it did”;
3 “No, it didn’t”.

The data gathered through this poll can then be used to
check if the users explicit opinion reflects the results of the
first experiment.

4.3.2 Results

Answer
Movie | 1 | 2 | 3

Table 3: Poll outcome.

Table 3 shows that ... <RESULTS PLACEHOLDER>.

4.4 Discussion

From the results of the two experiments it is possible to
see that ... <RESULTS PLACEHOLDER>.

4.5 Threats to Validity

The described methodology relies on the Twitter Search
and the Sentiment140 APIs, thus it inherits all the threats
to the validity of the information that they provide are also
threats to the validity of this research. For what concerns
the first API, the main threat is related to the Tweet rele-
vance: it could erroneously filter out tweets that are relevant
for this study and vice versa. A solution to that problem
could be to use the Twitter Streaming API® instead and
to filter the tweets using a relevance-based technique like
the one described by Tao et al [28]. The threat related to
the Sentiment API is the fact that it could always provide
wrong results, as all the classification-based techniques built
to work on unstructured data.
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Many threats to the validity of this experiment come also
from the collected tweets themselves, from the technique
that I developed and from the definitions and assumptions
that I made. For example, not all the Tweets that speak
about a movie after its release are posted by people that
already saw it; furthermore, these tweets are often affected
by other biases that come from the first movie reviews and
from other tweets or sources of information and this could
also affect the general expectation day by day.

Another effect that could have threaten the results of this
study is the fact that our measurements of reception and
expectation (as defined in Section 3.4) could not differ from
the proportion of positive sentiment in randomly selected
Tweets, and this should be taken into account. Some threats
also derive from the poll: in particular, the fact that the sub-
jects that answered are different from the ones that tweeted
the gathered messages.

Eventually, I don’t claim these results to be generalizable,
since they reflect part of the behaviour of two small por-
tions of the population (i.e. people that are on twitter and
tweeted about a specific movie or answered to the corre-
sponding poll).

5. CONCLUSION & FUTURE WORK

In this work I defined a new bias that can affect movie
recommender systems and box office predictors: the mowvie
expectation bias. 1 also showed a technique that could be
used to model it for a specific movie based on analysing the
sentiment trend in the tweets that speak about it.

The aim of this work was to gain insight on this effect
in a qualitative way, and to do that I applied the described
technique on different movies and triangulated its outcomes
with real users opinions gathered using a poll, to see if they
reflect the obtained results and if the effect modeled is real
or not.

The results of these experiments show that ... <RESULTS
PLACEHOLDER>.

I think that this study cannot yet be used to include this
effect in a real recommender system or prediction model, but
I contributed to the past research in this field by defining a
new bias and by proposing how to spot and model it.

Future work should improve the tweet filtering step, trying
to distinguish which tweets come from people that already
saw the movie after its release, and should define a sentiment
analysis technique specific for movie tweets, instead of using
an API: this because movie tweets use a specific language
and set of keywords.

Furthermore, the described technique should be tested on
more movies and in a quantitative way: for example, this
effect could be included in a prediction model to see if this
results in a significant improvement or not. The technique
should also be expanded in order to include biases that can
affect it, such as critic reviews, general change in the expec-
tation after the release, movie popularity etc.
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